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Abstract—To understand human behaviors, action recognition
based on videos is a common approach. Compared with image-
based action recognition, videos provide much more information,
reducing the ambiguity of actions. In the last decade, many works
focus on datasets, novel models and learning approaches have
improved video action recognition to a higher level. However,
there are challenges and unsolved problems, in particular in
sports analytics where data collection and labeling are more
sophisticated, requiring people with domain knowledge and even
sport professionals to annotate data. In addition, the actions could
be extremely fast and it becomes difficult to recognize them.
Moreover, in team sports like football and basketball, one action
could involve multiple players, and to correctly recognize them,
we need to analyze all players, which is relatively complicated.
In this paper, we present a survey on video action recognition
for sports analytics. We introduce more than ten types of sports,
including team sports, such as football, basketball, volleyball,
hockey and individual sports, such as figure skating, gymnastics,
table tennis, tennis, diving and badminton. Then we compare
numerous existing frameworks for sports analysis to present
status quo of video action recognition in both team sports and
individual sports. Finally, we discuss the challenges and unsolved
problems in this area and to facilitate sports analytics, we
develop a toolbox using PaddlePaddle ', which supports football,
basketball, table tennis and figure skating action recognition.

Index Terms—Action recognition, video analysis, sports, com-
puter vision, deep learning, survey

I. INTRODUCTION

He number of videos is rapidly increasing and there

is a massive demand of analyzing them, namely video
understanding, such as understanding the behaviors of people,
tracking objects, recognizing abnormal behaviors, and content-
based video retrieval. Thanks to the development of video
understanding technologies, there are many applications in our
everyday life, e.g., surveillance systems. Action recognition
lies at the heart of video understanding, which is an elementary
module for analyzing videos. Researchers have put much effort
on action recognition, labeling a large number of videos [1],
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Fig. 1. The comparison among common actions in our daily life, actions in
individual sports and actions in team sports. Top: common actions in UCF101
[1], which is a coarse annotated dataset for action recognition. Middle: figure
skating actions in FSD-10 [2], which is a fine-grained annotated figure skating
dataset. Bottom: activities in volleyball, basketball and football [3], where each
action could involve multiple players.

[4]1-[9] and proposing many impressive models to improve the
recognition accuracy [10]-[15]. However, the popular datasets
like ActivityNet [5] and Kinetics-400 [16] only consider the
activities in our daily life, such as walking, driving cars
and riding bikes. Although, some datasets contains sports-
related activities, the labels are coarse and it is difficult to
directly use them for specific sports analysis. In addition, to
achieve the goal of fine-grained sports action recognition, we
need to label videos that focus on specific sports, such as
football and basketball. Moreover, the fine-grained annotations
normally require domain knowledge and professional players
should be involved in video labeling. Figure 1 shows the
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Fig. 2. An example of sports categories based on references [37]-[39].

comparison between common actions in our daily life and
actions in specific sports, such as figure skating and basketball.
Obviously, to annotate the professional action, such as 3Axel
or 3Flip, domain knowledge is required. However, in many
cases, it is not easy to find many annotators with domain
knowledge for a specific sport, so a normal way is to hire a few
people with domain knowledge to train more annotators for
annotation. It could be difficult for annotators to discriminant
some actions despite we train them, resulting in noisy labels.

Recently, researchers in the communities of computer vision
and sports pay much attention to sports video analysis, includ-
ing building datasets and proposing novel methodologies [2],
[17]-[30]. In most existing works on sports video analysis,
recognizing the actions of players in videos is crucial. On
one hand, recognizing the group activities is able to assist
coaches to make better decisions and players to understand
their performances on fulfilling the coaches’ strategies. On
the other hand, recognizing the individual actions can benefit
training players via correcting the small action errors [31],
[32]. Another wide application of sports action recognition is
in sports TV programs, where there is a massive demand of
highlights generation and action recognition can significantly
improves the localization accuracy [33]-[36].

However, there are many types of sports and each type of
sport requires a specific model. Normally, we can roughly
classify sports into team sports — individuals are organized
into opposing teams that compete to win and individual sports
— participants compete as individuals. In Figure 2, we present
an example of sports categories. The analytics of team sports
like football and individual sports such as diving is different.
For team sports, each action could involve multiple players
(see Figure 1) and each player has a specific action, such
as dive and screen in basketball. In addition, the trajectory
of the ball and the interaction between the ball and players
are important in team sports analysis, hence, to accurate
recognize the actions in team sports, we need to track the
ball, multiple players and model the interactions [3]. While
in individual sports, we can just pay attention to only one
player to recognize the actions in most cases. Though in team
sports, there could be only one player who possesses the
ball, referring to individual ball possession, and we can track
the player to analyze the individual actions, the trajectories
and actions of other teammates and the interactions among
players are also important for team sports and we can use the
trajectories, actions and interactions to analyze the strategy of
a team, such as offside trap, all-out attacking and total football.
Normally, for team sports, tacking individual players and the
ball is the first step and more effort is put into modeling the
interactions in the following steps (please refer to section [V

for more details), which is different from individual sports.

In this paper, we focus on video action recognition in
various sports. One of the most related works is proposed by
Y. Zhu et al. [40] — a study of deep video action recognition,
but it does not pay much attention to sports. Similarly, Z.
Sun et al. [41] propose a review of human action recognition
in the perspective of data modalities such as RGB images,
point cloud and WiFi signals, which does not focus on sports
either. While D. Tan er al. [42] review video-based action
recognition approaches in badminton, such as recognizing the
actions of service and smashing, while team sports and other
individual sports are not considered and the popular datasets
used for action recognition are not introduced. Although J.
Gudmundsson et al. [43], R. Bonidia et al. [44] and R. Beal
et al. [45] review multiple sports, they pay much attention
on sports data mining instead of video action recognition. M.
Manafifard et al. [46] proposes a survey on player tracking
in soccer videos, which also reviews video technologies like
object tracking and detection, however, only soccer is taken
into account. H. Shih [47] proposes a survey on video tech-
nologies in content-aware sports analysis, such as object and
video event detection, while we focus on action recognition in
sports and provide a deep learning toolbox that supports figure
skating, football, basketball and table tennis action recognition,
which is publicly available.

To sum up, the contributions of the survey are in three folds.

« First, we focus on the key part of sports video understanding
— action recognition and introduce more than ten sports,
including team sports like football, basketball, volleyball,
hockey and individual sports such as diving, tennis, gym-
nastics and table tennis.

« Second, we provide a sports genre classification and road
maps of action recognition methods in different types of
sports. In addition, we present a summary of sports-related
datasets for action recognition.

o Third, we present the current state of video action recog-
nition in different types of sports and the challenges that
should be paid attention to in the future. Moreover, to
facilitate research in sports video action recognition, we
provide a deep learning toolbox that supports video action
recognition in multiple sports, which is publicly available at
https://github.com/PaddlePaddle/PaddleVideo .

The rest of the paper is organized as follows. In section II,
we introduce the sports-related datasets used for action recog-
nition. We present the survey of methodologies for individual
action recognition in section III, while in section IV, we review
the methodologies for team activity recognition. In section V,
we summarize the applications of video action recognition in
sports, such as education and coaching. Section VI summarizes
the challenges that should be paid more attention to in the
future. Last but not least, we make conclusions in section VII.
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TABLE I
A LIST OF SPORTS-RELATED DATASETS USED IN THE PUBLISHED PAPERS. NOTE THAT SOME OF THEM ARE NOT PUBLICLY AVAILABLE AND “MULTIPLE”
MEANS THAT THE DATASET CONTAINS VARIOUS SPORTS INSTEAD OF ONLY ONE SPECIFIC TYPE OF SPORTS. “DET.”, “CLS.”, “TRA.”, “ASS.”, “SEG.”,
“LOC.” STAND FOR PLAYER/BALL DETECTION, ACTION CLASSIFICATION, PLAYER/BALL TRACKING, ACTION QUALITY ASSESSMENT, OBJECT
SEGMENTATION AND TEMPORAL ACTION LOCALIZATION, RESPECTIVELY. MORE DETAILS OF THE DATASET CAN BE FOUND IN SECTION II.

Datasets Sports Years Modalities Tasks # Videos | Avg. length | # Categories | Publicly Available
CVBASE Handball [48] handball 2006 RGB CLS. 3 10m - Yes
CVBASE Squash [48] squash 2006 RGB CLS. 2 10m - Yes
UCEF sports [49] multiple 2008 RGB CLS. 150 6.39s 10 Yes
APIDIS [50], [51] basketball 2008 RGB DET.& CLS. - - - Yes
Soccer-ISSIA [52] football 2009 RGB TRA. - - - Yes
MSR Action3D [53] multiple 2010 RGB, depth CLS. 567 - 20 Yes
Olympic [54] multiple 2010 RGB CLS. 800 - 16 Yes
Hockey Fight [55] hockey 2011 RGB CLS. 1,000 - 2 Yes
ACASVA [56] tennis 2011 RGB CLS. 6 - 4 Yes
THETIS [57] tennis 2013 RGB, depth, skeleton CLS. 1,980 - 12 Yes
Sports 1M [58] multiple 2014 RGB CLS. 1M 36s 487 Yes
OlympicSports [59] multiple 2014 RGB ASS. 309 - 2 Yes
SVW [60] multiple 2015 RGB DET.& CLS. 4,100 11.6s 44 Yes
Basket-1,2 [3] basketball 2016 RGB DET.& CLS. - - 4 No
Volleyball-1,2 [3] volleyball 2016 RGB DET.& CLS. - - - No
HierVolleyball [61] volleyball 2016 RGB DET.& CLS. - - - Yes
HierVolleyball-v2 [62] volleyball 2016 RGB DET.& CLS. - - - Yes
NCAA [63] basketball 2016 RGB CLS.& LOC. 14,548 4s 11 Yes
Football Action [64] football 2017 RGB CLS. 3,281 - 5 No
TenniSet [65] tennis 2017 RGB, texts LOC.& CLS. 5 - 6 Yes
OlympicScoring [60] multiple 2017 RGB ASS. 716 - 3 Yes
Soccer Player [67] football 2017 RGB TRA.& DET. - - - Yes
SPIROUDOME [68] basketball 2017 RGB DET. - - - Yes
SpaceJam [69] basketball 2018 RGB CLS. 15 1.5h 10 Yes
Diving48 [70] diving 2018 RGB CLS. 18,404 - 48 Yes
ComprehensiveSoccer [71] football 2018 RGB DET.& CLS. 220 0.77h - Yes
TTStroke-21 [72] table tennis 2018 RGB CLS. 129 43m 21 Yes
SoccerNet [24] football 2018 RGB, audio LOC.& CLS. 500 1.5h 3 Yes
Badminton Olympic [73] badminton 2018 RGB LOC.& CLS. 10 1h 12 Yes
SPIN [74] table tennis 2019 RGB TRA.& CLS - - - No
GolfDB [75] golf 2019 RGB CLS. 1,400 - 8 Yes
AQA [76] multiple 2019 RGB ASS. 1,189 - 7 Yes
MTL-AQA [77] diving 2019 RGB ASS. 1,412 - - Yes
OpenTTGames [78] table tennis 2020 RGB SEG.& DET. 12 - - Yes
FineGym [79] gymnastics 2020 RGB CLS.& LOC, - - 288 Yes
SSET [80] football 2020 RGB TRA.& DET. 350 0.8h 30 Yes
SoccerDB [381] football 2020 RGB CLS.& LOC. 346 1.5h 11 Yes
FineBasketball [52] basketball 2020 RGB CLS. 3,399, - 26 Yes
FSD-10 [2] figure skating | 2020 RGB ASS.& CLS. - - 10 Yes
FineSkating [83] figure skating | 2020 RGB ASS.& CLS. 46 1h - Yes
MCES [84] figure skating | 2021 RGB LOC.& CLS. 11,656 - 130 Yes
Stroke Recognition [&5] table tennis 2021 RGB CLS. 22,111 - 11 Yes
MultiSports [28] multiple 2021 RGB LOC.& CLS. 3,200 20.9s 66 Yes
Player Tracklet [86] hockey 2021 RGB TRA. 84 36s - Yes
NPUBasketball [87] basketball 2021 RGB, depth, skeleton CLS. 2,169 - 12 Yes
SoccerNet-v2 [88] football 2021 RGB, audio LOC.& CLS 500 1.5h 17 Yes
Win-Fail [89] multiple 2022 RGB CLS. 1,634 33 2 Yes
Stroke Forecasting [90] badminton 2022 RGB CLS. 43,191 - 10 Yes
FenceNet [91] fencing 2022 RGB CLS. 652 - 6 Yes

II. SPORTS-RELATED DATASETS

Datasets are required to facilitate model training and eval-
vation, in particular in the era of deep learning since deep
models are normally data-hungry. Researchers have put much
effort into developing new sports-related datasets. Generally, to
construct a dataset for sports video action recognition, we need
to (1) define the type of sports that we want to investigate and
the categories of actions in the specific sport, (2) collect videos
from multiple sources, such as the internet and self-recorded
videos, (3) process the collected videos like trimming and
then annotate the processed videos. The annotations could vary
based on the goal of the proposed dataset, but it should provide
trimmed videos and the corresponding labels or untrimmed
videos with the start and end time of each action and the

2The default language is Chinese and the English version can be found
at https://github.com/PaddlePaddle/PaddleVideo/blob/develop/README_en.
md. More details in English, including supported datasets, configuration,
model zoo, installation and usage can be found at https://github.com/
PaddlePaddle/PaddleVideo/tree/develop/docs/en.

action category. In some datasets, the annotation process could
be more complicated. E.g., apart from annotating action labels
and temporal positions, bounding boxes of objects that impose
the actions are also annotated in AVA dataset [92]. In this
section, we provide a comprehensive review of sports-related
datasets and the list of datasets is shown in table I.

A. Football

Football is one of the most popular sports in the world and
researchers pay much attention to football activity recognition,
developing numerous datasets with different scales.

Soccer-ISSIA [52] is a relatively small dataset, composed
of 18,000 high resolution frames recorded by 6 static cam-
eras. The recorded videos are first automatically processed
to extract blobs that indicate moving players and then the
annotated bounding boxes are validated by humans. Soccer-
ISSIA [52] are normally used for player tracking, detection
and team activity recognition. Similarly, Soccer Player [67]
is developed for player detection and tracking, comprising of
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2,019 annotated frames with 22,586 player bounding boxes.
The limitation of this dataset is the scale is small.

Football Action [64] is a private dataset composed of self-
recorded videos that are captured using 14 synchronized and
calibrated Full HD cameras and the position of each player is
annotated using a bounding box. There are five categories of
activities: pass, shoot, loose clearance and dribble. Though the
dataset is composed of videos recorded by multiple cameras,
it is not publicly available.

ComprehensiveSoccer [71] is composed of 222 broad-
cast videos and 170 video hours in total. The dataset is
annotated in 3 levels: positions of players using bounding
boxes, event and story annotation at a coarse granularity and
temporal annotations of shots. Totally, there are 11 categories
of events, 15 types of stories and 5 types of shots, such as
free kick&goal, corner and solo drive. The dataset can be
used for various tasks in football video analysis, such as
action classification, localization and player detection. The
advantage of this dataset is dense and multi-level annotations,
however, the video quality is low (360P and 720P) and the
data distribution is imbalanced.

SoccerNet [24] is a large-scale dataset for football action
recognition and localization. There are 500 complete soccer
match videos collected from European leagues during 2014-
2017. The total number of temporal annotations is 6,637 and
the label of each temporal annotation is one of three categories:
goal, substitution and yellow or red card. The actions are
relatively sparse in SoccerNet, i.e., there are only 8.7 actions
per hour on average. One limitation of this dataset is that there
are only 3 categories.

SSET [80] is three times smaller than SoccerNet, compris-
ing of 350 football match videos, totaling 282 video hours.
Similar to ComprehensiveSoccer, the annotations are in three
levels: bounding boxes of players, event/story categories and
shot categories, but SSET is larger than ComprehensiveSoc-
cer dataset. Also, similar to ComprehensiveSoccer, the data
distribution is imbalanced.

SoccerDB [81] is in the same scale as SoccerNet, which
is composed of 171,191 video segments trimmed from 346
soccer match videos and the total length of the videos is 668.6
hours. SoccerDB also annotates the positions of players using
bounding boxes, which contain 702.096 bounding boxes. 11
labels are taken into account for activity annotation, including
goal, foul, injured, red/yellow card, shot, substitution, free
kick, corner kick, saves, penalty kick and background. Each
segment belongs to one category and has a time boundary. In
addition, 17,115 highlights in soccer match videos are also
annotated, therefore, the dataset can be used for player de-
tection, activity recognition, activity localization and highlight
detection.

SoccerNet-v2 [88] extends SoccerNet [24] via re-labeling
the 500 untrimmed videos. In SoccerNet, there are only 3
categories, while SoccerNet-v2 has 17 categories, such as
throw-in, foul, indirect free kick, corner, shots on target, shots
off target, direct free kick, clearance, substitution, kick-off,
offside, yellow card, red card, goal, penalty, yellow-to-red card
and ball out of play. Moreover, the actions in SoccerNet-v2
are much denser than these in SoccerNet, e.g., there is one

action every 25 seconds in SoccerNet-v2, whereas, there is
only 8.7 actions per hour in SoccerNet. Similar to SoccerNet,
SoccerNet-v2 can be employed for action recognition and
localization.

Basically, large-scale datasets+deep models dominate the
field of soccer video action recognition in recent years, in-
creasing the popularity of SoccerNet [24] and SoccerNet-
v2 [88]. While SoccerDB [81], SSET [80] and Comprehen-
siveSoccer [71] are more feasible for the tasks that require
player detection.

B. Basketball

Basketball has drawn much attention from researchers ow-
ing to its popularity in the world and numerous basketball
datasets at different scales have been developed.

APIDIS [50], [51] is composed of seven videos of the
same basketball match, which is recorded by seven calibrated
cameras located in different positions on the basketball court.
The positions of players and balls are annotated using bound-
ing boxes. Clock and non-clock actions are also annotated,
such as throw, violation, foul, pass, positioning and rebound.
Each action has a time boundary and a label, thus, APIDIS
can be used for both player detection and basketball action
recognition. The dataset is challenging since the contrast
between the background and players is low [67]. However,
the small scale limits its applications.

Basket-1,2 [3] contains two basketball frame sequences
— one has 4000 frames captured by 6 cameras and another
has 3000 frames captured by 7 cameras. The cameras are
synchronized and each can capture 25 frames per second.
There are four action categories in the dataset: possessed ball,
passed ball, flying ball, and ball out of play. Basket-1,2 can
be used for basketball action recognition and ball detection.

NCAA [63] is a relatively large dataset for basketball
action recognition, composed of 257 untrimmed NCAA game
videos and the video length are normally 1.5 hours. After
processing, the dataset comprises 14,548 video segments with
time boundary, each of which contains an action that belongs
to one of 14 categories, such as 3-pint success, 3-point fail,
steal, slam dunk success and slam dunk fail. In addition,
NCAA also provides 9,000 frames with bounding boxes of
players, therefore, people can also use it for player detection.
There is no annotation of the ball, hence, it can not be used
to model the interaction between the ball and players.

SPIROUDOME [68] is similar to APIDIS, where the
videos are captured using 8 cameras. The positions of
players are annotated using bounding boxes, therefore,
SPIROUDOME is generally employed for player detection.

SpaceJam [69] comprises 10 categories of basketball ac-
tions, including step, race, block, dribble, ball in hand,
shooting, position, walk, defensive position and no action.
SpaceJam collects 15 videos of the NBA championship and
the Italian championship from YouTube and the length of
each video is 1.5 hours. Besides RGB images, the estimated
poses of players are also provided. Normally, SpaceJam can
be used to develop skeleton-based action recognition models.
This dataset is small-scale, limiting its applications.
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FineBasketball [82] is developed for fine-grained basket-
ball action recognition, containing three broad categories —
dribbling, passing and shooting, and 26 fine-grained cate-
gories, such as behind-the-back dribbling, cross-over drib-
bling, hand-off, one-handed side passing, lay up shot, one-
handed dunk and block shot. There are 3,399 video segments
in total and each category contains roughly 130 video seg-
ments on average. FineBasketball is challenging since the
dataset is imbalanced, e.g., there are 717 video segments
belonging to crossover dribbling, while the class of follow-
up shot only contains 12 video segments.

NPUBasketball [87] is composed of 2,169 self-recorded
video clips of basketball actions performed by professional
players and each video belongs to one of 12 categories:
standing dribble, front dribble, moving dribble, cross-leg drib-
ble, behind-the-back dribble, turning around, squat, run with
the ball, overhead pass (catch or shoot), one-hand shoot,
chest pass (catch or shoot), and side throw. Different from
FineBasketball and SpaceJam, NPUBasketball provides not
only RGB frames, but also depth maps and skeletons of
players, thus, it can be used for developing various types
of action recognition models. Since this dataset is composed
of self-recorded videos, it is difficult to transfer the models
trained on it to broadcasting videos.

C. Volleyball

Though volleyball is a relatively popular sport in the world,
there are only a few volleyball datasets and most of them are
on small scales.

Volleyball-1,2 [3] contains two sequences — one comprises
10,000 frames and another is composed of 19,500 frames. The
positions of the ball are manually annotated using bounding
boxes, however, detecting the ball is challenging since it moves
fast and blurred after striking.

HierVolleyball [61] is developed for team activity recog-
nition, containing 1,525 annotated frames from 15 YouTube
volleyball videos. Each player has an action label defined as
waiting, setting, digging, falling, spiking, blocking and others,
and some players perform a group activity, such as set, spike
and pASS.

HierVolleyball-v2 [62] extends Hier Volleyball, comprising
4,830 annotated frames from 55 YouTube volleyball videos.
There are 9 categories of players’ actions: waiting, setting, dig-
ging, failing, spiking, blocking, jumping, moving and standing,
and winpoint is also considered a team activity category. The
positions of players are also annotated using bounding boxes,
and they can be used for both player detection and action
recognition.

Though the mentioned volleyball datasets are composed of
dense annotations like player bounding boxes, the scale is
relatively small and the action categories are coarse.

D. Hockey

Hockey Fight [55] is a proposed for binary classification:
fight and non-fight in hockey games, composed of 1,000 video
clips from National Hockey League (NHL) games. Each clip
contains 50 frames and has a label indicating fight or non-fight.

Player Tracklet [86] comprises 84 video clips from broad-
cast NHL games and the average length of the videos is
36s. The positions of players and referees in each frame are
annotated with bounding boxes and identity labels like players’
names and numbers. Player Tracklet can be applied for player
tracking and identification.

It lacks datasets for fine-grained hockey action recognition.
There are only two categories in Hockey Fight and Player
Tracklet is only for player detection. In addition, the scale of
the two datasets is small.

E. Tennis

Tennis is an individual sport, attracting tens of millions of
people and researchers have constructed various datasets for
tennis video analysis.

ACASVA [56] is developed for tennis action recognition,
in particular for evaluating primitive players’ actions in tennis
games, where there are six broadcast videos of tennis games
and three categories of actions: hit, non-hit and serve. The
positions of players and time boundaries of actions are labeled,
however, the dataset only provides the extracted features of
video clips instead of the original videos.

THETIS [57] is composed of 1,980 self-recorded videos
belonging to 12 tennis actions: four backhand shots (backhand,
backhand with two hands, backhand slice, backhand volley),
four forehand shots (forehand flat, forehand slice, forehand
volley, forehand open stands), three service shots (service flat,
service kick, service slice) and smash. Besides RGB frames,
THETIS also provides 1,980 depth videos, 1,217 2D skeleton
videos and 1,217 3D skeleton videos, so it can be used for
developing multiple types of action recognition models.

TenniSet [65] comprises five tennis videos of the 2012
London Olympic matches from YouTube and six categories
of events are considered, such as set, hit and serve. The time
boundary of each event is labeled, therefore, it can be used
for both recognition and localization. Interestingly, TenniSet
also provides textural descriptions of actions, such as “quick
serve is an ace”, so it can also be used for action retrieval.

The limitation of the existing tennis datasets is that the scale
is small and annotations of ACASVA are coarse. Nevertheless,
they provide multiple modalities, such as RGB frames, textual
descriptions and depth maps, which benefit the research on
multimodal learning.

E Table Tennis

Similar to tennis, strokes in table tennis are important and
multiple datasets have been developed for table tennis stroke
recognition.

TTStroke-21 [72] is composed of 129 self-recorded videos
of 94-hour games in the egocentric perspective. There are
1,378 annotated actions, each of which belongs to one of
21 categories, such as serve backhand spin, forehand push,
backhand block and forehand loop. Though the strokes in
table tennis games are relatively fast, TTStroke-21 is not a
challenging dataset and one possible reason is that the videos
have a high frame rate (120 FPS).
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SPIN [74] also comprises self-recorded videos captured by
two high-speed cameras (150 FPS), totaling 53 hours and 7.5
million high-resolution (1024 x 1280) frames. The positions of
the ball are annotated using bounding boxes and 30 locations
of players’ joints are also labeled using heatmaps (15 joints
for each player) in each frame. The dataset can be used for
multiple tasks like ball tracking, pose estimation and spin
prediction based on the trajectory of the ball and the player’s
poses.

OpenTTGames [78] consists of 12 HD videos of table
tennis games (5 videos for training and 7 short videos for
testing). Ball coordinates are annotated in each frame and
4,271 events are labeled, each of which has a label — ball
bounces, net hits or empty events. In addition, 4 frames before
each event and 12 frames after are labeled using segmenta-
tion masks, including human, table and scoreboard, hence,
OpenTTGames can be used for semantic segmentation, ball
tracking and event classification.

Stroke Recognition [85] is similar to TTStroke-21 but
much larger, composed of 22,111 trimmed videos and each
video contains a stroke belongs to one of 11 categories. The
dataset is less challenging, e.g., a random forest with 21 trees
achieves an accuracy of 96.20% [85].

P2A [93] is one of the largest datasets for table tennis
analysis, composed of 2,721 untrimmed broadcasting videos,
and the total length is 272 hours. The authors annotate each
stroke in videos, including the category of the stroke and the
indices of the starting and end frames. Plus, the stroke labels
are confirmed by professional players, including Olympic table
tennis players.

Since all datasets except for P2A are composed of self-
recorded videos, limiting the applications of these datasets.
Though P? uses broadcasting videos, the data is imbalanced
and the annotations are noisy.

G. Gymnastics

There are few datasets for gymnastics and one recent
work named FineGym [79] is developed for gymnastic action
recognition and localization, consisting of 303 videos with
around 708-hour length. FineGym is annotated in a hier-
archical manner, e.g., there are four high-level event labels,
15 categories of action sets for 4 events and 530 categories
of element actions. The time boundaries of actions and sub-
actions are labeled, therefore, Gymnastics can be used for
fine-grained action recognition and localization. The task of
event/set-level action recognition and localization is relatively
easy, while element-level action recognition and localization
are much more challenging.

H. Badminton

Badminton Olympic [73] is composed of 10 videos of
“singles” badminton matches from YouTube and each video
is generally within one hour. There are multiple types of
annotations in the dataset. First, the positions of players in
1,500 frames are annotated using bounding boxes. Second,
751 temporal locations of when a player wins a point are
annotated. Third, the time boundaries and labels of strokes

are annotated, where there are 12 categories of strokes, such
as serve and lob. With three types of annotations, Badminton
Olympic can be used for multiple tasks — player detection,
point localization, action recognition and localization.

Stroke Forecasting [90] is a most recent dataset, consisting
of 43,191 trimmed video clips and each video clip has a
stroke that belongs to one of 10 categories — smash, push,
clear, defensive shot, net shot, drive, drop, lob, long service
and short service. In addition to badminton action recognition,
the dataset can also be used for stroke forecasting, i.e., given
previous strokes in a rally, the model should predict what the
next stroke is.

1. Figure skating

There are three dataset proposed for figure skating action
recognition in recent years — FSD-10 [2], FineSkating [83]
and MCFS [84].

FSD-10 [2] comprises ten categories of figure skating ac-
tions (Change Combination Spin 4, Fly Camel Spin 4, Choreo
Sequence 1, Step Sequence 3, Double Axel, Triple Axel, Triple
Flip, Triple Loop, Triple Lutz, Triple Lutz-Triple Toeloop) and
each action has 91-233 video clips, ranging from 3s to 30s.
In addition to action labels, FSD-10 also provides scores of
actions for action quality assessment.

FineSkating [33] is composed of 46 videos of figure skating
competitions in 2018 and 2019, each of which is around 1 hour
long. The labels are designed in a hierarchical manner, i.e.,
event labels and action labels. There are seven event labels,
such as jump and spin, and each event has multiple actions,
e.g., the event of jump contains 7 actions: Axel, Flip, Toeloop,
Loop, Lutz, Salchow and Euler. Moreover, the start time, end
time and score of each action are also labeled, hence, it can be
used for both action recognition and action quality assessment.

MCEFS [84] consists of 11,656 video segments from 38
figure skating competitions, totaling 17.3 hours and 1.7 million
frames. Similar to FineGym [79], MCFS has three-level anno-
tations: 4 set (jump, spin, sequence, none), 22 subsets (Camel
spin, Axel,- - -) and 130 element actions (double Axel, double
Flip, triple Axel, - - -). The time boundaries of actions are also
annotated, so MCFS can be applied for action recognition and
localization.

J. Diving

Diving48 [70] contains 16,067 diving video segments for
training and 2,337 for testing, totaling 18,404 video segments
and covering 48 fine-grained categories of diving. Each class
of action is composed of multiple elements, such as backward
take-off and a half twist. Compared with existing datasets for
action recognition, Diving48 has a relatively low bias, which
is fairer for model evaluation.

By contrast, MTL-AQA [77] is developed for diving action
quality assessment, consisting of 1,412 samples and each
sample is annotated with an action quality score, action class
and textural commentary, therefore it can be used for multiple
tasks, including action quality assessment and recognition.
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K. Multiple Types of Sports

There are several datasets supporting multiple sports classi-
fication, where each video has a label indicating the category
of sports, such as football, basketball and gymnastics, and
a model is supposed to classify the videos. Generally, these
datasets are used for coarse classification.

UCF sports [49] is proposed in 2008, composed of 150
video clips with 10FPS. The length of videos ranges from
2.02s to 14.40s and there are 10 categories, including diving,
golf swing, kicking, lifting, riding a horse, running, skate-
boarding, swing bench, swing side and walking.

Two years later, W. Li ef al. [53] develop MSR Action3D,
which contains 576 sequences of depth maps instead of RGB
frames and people can use it to recognize sports actions, such
as tennis serve, tennis swing and golf swing. The videos are
in MSR Action3D are self-recorded.

Olympic [54] is a relatively large dataset, including 800
videos for 16 categories like long jump, high jump, tennis
serve, diving and vault, and each category has 50 videos. The
videos in Olympics are from Youtube instead of self-recorded,
therefore, occlusions and camera movements are involved in
videos, being more challenging.

Sports 1M [58] is a much larger dataset, containing around
one million videos that are from YouTube and 487 categories.
There are 1,000-3,000 videos from each category so the
distribution of videos is relatively balanced. Moreover, the
labels are designed in a hierarchical manner, i.e., the high-
level nodes like team sports, ball sports, winter sports are used
for coarse classification and the leaf nodes, such as eight-ball,
nine-ball and blackball of billiards can be used for fine-grained
classification. To some extent, using this million-scale dataset,
we can alleviate the problem of data-hungry in deep learning.

SVW [60] is a dataset for both action classification and
detection, composed of 4,100 videos and 44 action categories
belonging to 30 types of sports, such as soccer, swimming,
tennis and volleyball. One property of this dataset is that
the videos are captured by smartphones from the view of
coaches and the quality of the videos is normally lower than
the broadcasting videos, resulting in challenges for action
recognition.

THUMOS [94] is a challenge on untrimmed video action
recognition and in THUMOS’15, the training dataset is com-
posed of 13,000 trimmed videos from UCFI101 [I] action
classes and the validation and test datasets are composed of
untrimmed videos, so it can be used for two tasks: action clas-
sification and temporal action localization. Multi-THUMOS
[95] extends THUMOS’ 14 dataset using dense, multi-label,
and frame-level action annotations, which is composed of 400
videos with 38,690 annotations of 65 action classes.

Recently, MultiSports [28] is proposed for multi-person
sports, which is more challenging since each activity can in-
volve multiple players who can perform different actions. The
dataset covers four team sports — aerobic gymnastics, football,
basketball and volleyball, and 66 categories of actions. There
are 3,200 videos and 37,701 action instances. Apart from
annotating video segments (temporal labels), MultiSports also
provides bounding boxes of players involved in the activities,

therefore, it can be used for action recognition, temporal and
spatial localization.

Besides recognizing the actions in sports, some other
datasets are proposed for action assessment, i.e., a model
should not only recognize the actions, but also provide a
score that indicates the quality of the action. OlympicSports
[59] is proposed to evaluate the quality of diving and figure
skating actions, comprising 159 diving videos and 150 figure
skating videos from Youtube, while OlympicScoring [66]
extends it by collecting more videos and introducing more
types of sports, which is composed of 370 diving videos,
170 figure skating videos and 176 vault videos. However,
the number of videos in OlympicScoring is still limited for
deep learning based methods. In contrast, AQA [76] dataset
includes seven categories of sports: synchronous diving—10m
platform, singles diving—10m platform, synchronous diving—
3m springboard, gymnastic vault, skiing, snowboarding and
trampoline. There are 1,189 videos in total.

Interestingly, Win-Fail [89] is proposed for recognizing win
or fail of actions. Though actions could be very complex, the
results of actions, i.e., win/fail can be recognized via reasoning
on the movements of objects. Win-Fail is composed of 817
win-fail video pairs collected from multiple domains like trick
shots and internet win-fails.

L. Others

CVBASE Handball [48] is developed for handball action
recognition, comprising three synchronized videos and each
video is 10-minus long. The trajectories of seven players, team
activities like offensive, defensive and individual actions like
passes, shot are annotated. Similar to CVBASE Handball,
CVBASE Squash [48] composed of two 10-minus videos
of different matches also provides trajectories of players and
categories of strokes, such as lob, drop and cross.

GolfDB [75] is proposed to facilitate the analysis of golf
swings, consisting of 1,400 high-quality golf swing video
segments belonging to eight swing categories, such as toe-up,
top, impact and so on. In addition to action labels, GolfDB
also provides bounding boxes of players, player name and sex.

FenceNet [91] is composed of 652 videos belonging to
6 categories — rapid lunge, incremental speed lunge, with
waiting for lunge, jumping sliding lunge, step forward, and
step backward. The actions are performed by expert-level
fencers. In addition to RGB frames, the dataset also provides
3D skeleton data and depth data.

III. INDIVIDUAL ACTION RECOGNITION

In this section, we dive in to the review of individual action
recognition, i.e., each action involves only one person.

A. Traditional Models

Generally, an action recognition model consists of at least
two modules: (1) video feature extraction and (2) classi-
fier, which is shown in Fig. 3. Hand-crafted features dom-
inate traditional models. One simple approach is extracting
low/middle-level features of each frame using GIST [96]
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Fig. 3. An illustration of action recognition models. Generally, a feature
extraction module and a classifier are required for action recognition.

or Histogram of Oriented Gradients (HOGs) [97] and then
averaging the frame features over time for classification [4].
H. Kuehne et al. [4] evaluate multiple feature extraction
approaches on various datasets, such as UCF Sports [49],
showing that using GIST features achieves better performance
(60.0%) than using HOGs (58.6%) on UCF Sports since the
features are biased to the background, e.g., the sports of ball
normally occur on grass field.

Instead of using 2D HOGs, E. Ijjina [98] applies HOG3D
[99] to extract video features and a multi-layer perceptron
(MLP) as classifier. In contrast, T. Campos et al. [56] employ
HOG3D features + kernelized Fisher discriminant analysis
(KFDA) for tennis action recognition, achieving AUC of
84.5% on ACASVA [56].

Action bank is proposed by S. Sandanand and J. Corso
[100], which is a high-level representation for action recogni-
tion, Action bank employs a template-based action detector,
which is invariant to appearance changes. The detector is
also applied to multi-scale and multi-view videos to be more
robust to scales and viewpoints. After that, template actions
are selected. Generally, an action bank with N action detectors
and M samples yields a N x M x 73-D feature space. Using
an action bank for feature extraction achieves the accuracy of
95% on UCF sports.

It is believed that motion plays an important role in ac-
tion recognition, and various approaches are proposed to use
motion information for action recognition, such as Motion
Boundary Histogram (MBH) [101], Histograms of Optical
Flow (HOF) [102] and dense trajectories [103], all of which
are based on optical flow. MBH is more robust to camera
motion, achieving better performance. H. Wang et al. [104]
propose improved trajectories for action recognition, where
camera motion is taken into account, and the model is able
to concentrate on the moving objects, achieving much better
performance, e.g., using the original trajectories achieves the
accuracy of 62.4% on Olympic dataset and MBH achieves
82.4%, whereas using the improved trajectories finally obtains
91.1% on Olympic [54].

In addition to HOG, Scale-Invariant Feature Transform
(SIFT) [105] is also widely applied to action recognition. M.
Chan et al. [106] propose motion SIFT (MoSIFT) to extract
video features, where both spatial and temporal are considered,
i.e., first, MoSIFT employs histogram of gradients to extract
spatial appearance and then employs histogram of optical flow
to extract motion features. MoSIFT achieves 89.5% accuracy
on Hockey Fight [55], outperforming Space-Time Interest
Points (STIP) [107] (59.0%).

TABLE II
TRADITIONAL MODELS FOR ACTION RECOGNITION.

[ Method [ Venue [ UCF Sports [ Olympic |
Kovashka et al. [108] CVPR-2010 87.27 -
Wang et al. [104] CVPR-2011 88.20 -
Klaser et al. [109] THESIS-2010 86.70 -
Wu et al. [110] CVPR-2011 91.30 -
Sadanand et al. [100] CVPR-2012 88.20 -
Wang et al. [111] BMVC-2009 - 92.10
Laptev et al. [112] CVPR-2008 - 91.80
Wong et al. [113] CVPR-2007 - 86.70
Schuldt et al. [114] ICPR-2004 - 71.50
Kim et al. [115] CVPR-2008 - 95.00
Niebles et al. [54] ECCV-2010 - 72.10

Though spatial-temp